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Abstract: Slavic languages are generally assumed to possess rich morphological features with free syntac-
tic word order. Exploring this complexity trade-off  can help us better understand the relationship be-
tween morphology and syntax within natural languages. However, few quantitative investigations have 
been carried out into this relationship within Slavic languages. Based on 34 annotated corpora from 
Universal Dependencies, this paper paid special attention to the correlations between morphology and 
syntax within Slavic languages by applying two metrics of morphological richness and two of word 
order freedom, respectively. Our fi ndings are as follows. First, the quantitative metrics adopted can 
well capture the distributions of morphological richness and word order freedom of languages. Second, 
the metrics can corroborate the correlation between morphological richness and word order freedom. 
Within Slavic languages, this correlation is moderate and statistically signifi cant. Precisely, the richer 
the morphology, the less strict the word order. Third, Slavic languages can be clustered into three sub-
groups based on classifi cation models. Most importantly, ancient Slavic languages are characterized 
by richer morphology and more fl exible word order than modern ones. Fourth, as two possible disturb-
ing factors, corpus size does not greatly aff ect the results of the metrics, whereas corpus genre does 
play an important part in the measurements of word order freedom. Specifi cally, the word order of for-
mal written genres tends to be more rigid than that of informal written and spoken ones. Overall, based 
on annotated corpora, the results verify the negative correlation between morphological richness and 
word order rigidity within Slavic languages, which might shed light on the dynamic relations between 
morphology and syntax of natural languages and provide quantitative instantiations of how languages 
encode lexical and syntactic information for the purpose of effi  cient communication.
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Аннотация: Известно, что славянские языки обладают богатой морфологией, а также свободным 
порядком слов. Исследование взаимосвязи этих двух характеристик важно для понимания со-
отношения между морфологией и синтаксисом в естественных языках. Однако квантитативных 
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исследований этого вопроса на славянском материале существует немного. В данной статье 
на материале 34 аннотированных корпусов из Universal Dependencies исследуется корреляция 
между морфологией и синтаксисом в славянских языках с использованием двух метрик богат-
ства морфологии и двух метрик свободы порядка слов. Результаты заключаются в следующем. 
Во-первых, принятые количественные метрики хорошо отражают связь между морфологиче-
ским богатством и свободой порядка слов в языках. Во-вторых, метрики подтверждают наличие 
корреляции между морфологическим богатством и свободой порядка слов (чем богаче морфо-
логия, тем менее строгий порядок слов). В славянских языках эта корреляция является умерен-
ной и статистически значимой. В-третьих, славянские языки можно разделить на три подгруппы 
на основе классификационных моделей. В частности, древние славянские языки характеризу-
ются более богатой морфологией и более гибким порядком слов, чем современные. В-четвертых, 
было установлено, что размер корпуса не сильно влияет на результаты анализа, но преобладаю-
щий в корпусе жанр имеет большое значение при измерении свободы порядка слов —  а именно, 
порядок слов в формальных письменных текстах является более жестким, чем в неформальных 
письменных и в устных текстах. В целом анализ аннотированных корпусов подтверждает корре-
ляцию между морфологическим богатством и свободой порядка слов в славянских языках, что 
может помочь нам в понимании динамических связей между морфологией и синтаксисом есте-
ственных языков и послужить квантитативной иллюстрацией того, как языки кодируют лекси-
ческую и синтаксическую информацию для эффективной коммуникации.

Ключевые слова: квантитативная лингвистика, корпусная лингвистика, лингвистическая типоло-
гия, морфология, порядок слов, cлавянские языки, языковая сложность
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1. Introduction

Plenty of linguists hold the “negative correlation hypothesis” or the “complexity trade-off  
hypothesis”, which states that diff erent components of human language (e.g., phonology, mor-
phology, syntax, and semantics) are negatively correlated in terms of complexity (e.g., [Shosted 
2006; Fenk-Oczlon, Fenk 2014; Coloma 2017]). In other words, if one component of a language 
is very sophisticated, another component of that language tends to be simplifi ed. For example, 
Fenk-Oczlon and Fenk [2014] reported signifi cant negative cross-linguistic correlations between 
syllable complexity and number of syllables per clause and per word, and an almost signifi cant 
negative correlation between syllable complexity and number of morphological cases. Coloma 
[2017] examined the interrelationship among three components, phoneme per syllable, sylla-
ble per word, and word per clause, and found that they are negatively correlated between them-
selves, supporting the possible existence of complexity trade-off s. Shosted [2006] investigated 
the correlation between phonology and morphology, and found that the correlation is slightly 
positive but statistically insignifi cant. These studies on diff erent levels provided a window into 
how human beings encode linguistic information, thus enriching our understanding of the dy-
namic relations of diff erent components of human language.

When it comes to the correlation between the components of morphology and syntax, one 
commonly made cross-linguistic generalization is that languages with rich case-marking tend 
to have more freedom of word order than the languages without [Sapir 1921; Jakobson 1936; 
McFadden 2003]. Some studies have also proposed metrics or ways to quantify or explain this 
correlation. For instance, Sinnemäki [2014] tested whether complexity in case marking cor-
relates with simplicity in word order cross-linguistically, and the results showed that languages 
with a lot of variety in case marking tend to have less variety in word order patterns and this cor-
relation is strong in terms of the inventory of linguistic units and constructions. In addition, Ko-
plenig et al. [2017] investigated the statistical trade-off  between word order and word structure 
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of almost 1,200 diff erent languages based on the metric of entropy, and found that when less 
information is carried by word structure, more information has to be conveyed by word order. 
Also, based on word order entropy, one of the fi ndings of Levshina [2019: 562] is that some 
morphologically rich European VO and OV languages “tend to have high entropy of head-de-
pendent orders”. Moreover, McFadden [2003] explained the correlation between word order and 
morphology from the perspectives of language use, language acquisition, and language change. 
However, special attention still needs to be granted to the distinctive features of the Slavic group 
with more comprehensive and interpretable metrics.

Slavic languages are characterized as being morphologically conservative with rich fusional 
morphology and syntactically salient with so-called free word order [Comrie, Corbett (eds.) 
1993: 6–7; Klein et al. (eds.) 2018]. As synthetic languages, they allow one word ending to ex-
press several categories at once, which makes them typically fusional or infl ectional. In con-
trast, analytic languages, such as Chinese and Vietnamese, contain very little infl ection and rely 
instead on features like word order to convey grammatical information. Meanwhile, English is 
often considered as one of the most analytic Indo-European languages though it is tradition-
ally analyzed as a fusional one. Although a number of theoretical studies, computational re-
search, and translational practices suggest that the free word order of Slavic languages may be 
correlated with their rich morphological features (e.g., [Gulordava, Merlo 2015; Maučec, Brest 
2019]), the empirical investigations of this correlation and its ongoing changes within this lan-
guage group are still rare.

Also, the emergence of large-scale annotated corpora (or treebanks) [Hajič 1998; Abeillé (ed.) 
2003] and quantitative indicators paves the way for this study. On the one hand, annotated corpora 
are becoming a new linguistic resource for typological studies. There are already many quan-
titative studies based on treebanks, attempting to unveil the typological features of languages, 
e.g. [Liu 2010; Futrell et al. 2015; Alzetta et al. 2019]. Results based on annotated corpora are 
more profound and thorough, since they can better refl ect the unique features of intra-linguistic 
variation [Levshina 2019], and conclusions drawn are based on “language sample used in prac-
tice instead of just on some simple sentences collected for the study” [Liu 2010: 1568]. On the 
other hand, the fi eld of typology has a long history of adopting quantitative indicators to char-
acterize linguistic features (e.g., [Greenberg 1960; 1963]). Also, quantitative metrics, combined 
with statistical measures, can better uphold the validity of the results. As put by Plungian [2018: 
11], without statistics, the language system can generally not be fully understood, and statistics 
plays an essential role in linguistics of the 21st century. Hence, by adopting diff erent metrics 
at each linguistic level, we aimed to quantify the correlation between morphological richness and 
word order freedom within the Slavic language group based on large-scale annotated corpora.

To this end, we employed 34 annotated corpora with morphological and syntactic annota-
tions, which represent 13 Slavic and four non-Slavic languages (Vietnamese, Classical Chinese, 
Standard Chinese, and English). The reason why we adopted non-Slavic languages is that they 
range from typical analytic (Vietnamese, Classical Chinese), highly analytic (Standard Chinese) 
to a moderately analytic, but still the most analytic among Indo-European languages (English). 
We expect that the measured results of these languages also scatter consecutively in the typo-
logical continuum, and the comparison across Slavic and non-Slavic can better present the fea-
tures of Slavic languages under discussion. Meanwhile, two metrics of morphological richness 
and two of word order freedom were adopted, and the correlations of the four metrics were also 
presented. The reason for choosing more than one indicator is to ensure the reliability of our 
measurements. Based on the prior introspective intuition and general quantitative fi ndings men-
tioned above, we expect Slavic languages to conform to the typological generalization of “nega-
tive correlation”. Moreover, we conducted a cluster analysis of Slavic languages to verify the ro-
bustness of the measures. In doing so, we hope that, based on four indicators, the analysis of the 
correlation between the morphological and the syntactic levels can better describe the linguistic 
characteristics of the Slavic languages, thus bringing new insights into the research of related 
languages and of how lexical and syntactic information is encoded.
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Specifi cally, the research questions in this paper are as follows.
Question 1: Are the values of diff erent indicators based on annotated corpora reliable to re-

fl ect the morphological richness and word order freedom of languages?
Question 2: Are the morphological richness and word order freedom of languages positively 

correlated? Can we see any variation of morphological richness and word order freedom within 
Slavic languages? If there is variation, does the well-known correlation hold?

Question 3: Where do languages (or subgroups) end up in the two-dimensional space? Are 
there any diff erences between modern and ancient Slavic languages?

Question 4: Are there any possible factors related to specifi c corpora that might have eff ects 
on the results of the metrics of morphological richness and word order freedom?

2. Materials and methods

2.1. Materials

In the current study, we adopted all Slavic treebanks in UD 2.5 [Zeman et al. 2019], 1 24 tree-
banks in total, involving 13 Slavic languages, i.e., Belarusian (one treebank), Bulgarian (one tree-
bank), Croatian (one treebank), Czech (fi ve treebanks), Old Church Slavonic (one treebank), Old 
Russian (two treebanks), Polish (three treebanks), Russian (four treebanks), Serbian (one tree-
bank), Slovak (one treebank), Slovenian (two treebanks), Ukrainian (one treebank) and Upper 
Sorbian (one treebank). Besides, we employed ten treebanks 2 of four non-Slavic languages for 
comparison, i.e., Standard Chinese (three treebanks), Classical Chinese (one treebank), English 
(fi ve treebanks), and Vietnamese (one treebank). Altogether, 34 treebanks of 17 languages are 
used in this study. The details on the treebanks are shown in Appendix A.

All treebanks are annotated in CoNLL-U format according to dependency grammar [Tesnière 
1959; 2015; Mel’čuk 1988] to describe linguistic relations of elements, i.e., the head and the de-
pendent within sentences [Heringer 1993; Hudson 1995; Jiang, Liu (eds.) 2018]. To be specifi c, 
ten fi elds are annotated, i.e., ID (word index of the dependent), FORM, LEMMA, UPOS, XPOS 
(language-specifi c POS tag), FEATS (morphological features), HEAD (word index of the head), 
DEPREL (dependency relation), DEPS (enhanced dependency descriptions) and MISC (other mis-
cellaneous annotation). 3 Table 1 (p. 135) is a simplifi ed CoNLL-U version of an example sentence.

2.2. Methods

Four metrics are used in this study, namely, moving-average morphological richness (MAMR), 
moving-average mean size of paradigm (MAMSP), cosine similarity (COSS), and word order 
entropy (ENTR). The fi rst two are used to measure morphological richness, and the other two 
are used to measure word order freedom. On the one hand, these four measures can make full 
use of the annotated corpora; on the other hand, they are computable and interpretable.

 1 For more information, see https://universaldependencies.org/.
 2 We adopted all treebanks of Standard Chinese, Classical Chinese, English and Vietnamese in UD 

2.5, except four of them, i.e., Chinese-HK (no annotation of LEMMA), Chinese-PUD (no annotation 
of LEMMA), English-ESL (no annotation of FORM and LEMMA), English-Pronouns (no declarative 
sentences with complete S/V/O combinations).

 3 For more information, see https://universaldependencies.org/format.html.
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2.2.1. Morphological richness

Moving-average morphological richness (MAMR) [Čech, Kubát 2018] is a measure that 
builds on the wordform vocabulary richness and the lemma vocabulary richness. Therefore, 
to explain how MAMR is calculated, we should fi rst understand the calculation of vocabulary 
richness. Type-token ratio (TTR) is the most commonly used measure of vocabulary richness, 
and it is defi ned as vocabulary size divided by the text length. Besides, to minimize the infl u-
ence of corpus size, Covington and McFall [2010] proposed to calculate TTR using a moving 
window to obtain moving average type-token ratio (MATTR). It is defi ned as:

wordform  

In this formula, N represents the number of tokens in a corpus, which can be divided into 
overlapped sub-corpora of the same token size or so-called “windows” with randomly chosen 
token size W (W < N). Typically, the windows are moved forward one step at a time. Fi is the 
number of word types (distinct word forms) in each window. Hence, the MATTR(W)wordform is 
the mean of a series of TTRs based on word forms for all windows.

Similarly, MATTR based on word lemmas can be defi ned as:

lemma  

Table 1
Simplifi ed CoNLL-U version of the sentence You like apples, he likes apples, she likes apples, 

and I like apples

ID FORM LEMMA UPOS XPOS FEATS HEAD DEPREL DEPS MISC

1 You you PRON PRP - 2 nsubj NA NA

2 like like VERB VBP - 0 root NA NA

3 apples apple NOUN NNS - 2 obj NA SpaceAfter=No

4 , , PUNCT , - 2 punct NA NA

5 he he PRON PRP - 6 nsubj NA NA

6 likes like VERB VBZ - 2 parataxis NA NA

7 apples apple NOUN NNS - 6 obj NA SpaceAfter=No

8 , , PUNCT , - 2 punct NA NA

9 she she PRON PRP - 10 nsubj NA NA

10 likes like VERB VBZ - 2 parataxis NA NA

11 apples apple NOUN NNS - 10 obj NA SpaceAfter=No

12 , , PUNCT , - 15 punct NA NA

13 and and CCONJ CC - 15 cc NA NA

14 I I PRON PRP - 15 nsubj NA NA

15 like like VERB VBP - 2 conj NA NA

16 apples apple NOUN NNS - 15 obj NA SpaceAfter=No

17 . . PUNCT . - 2 punct NA NA
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Again, N represents the size of a corpus, W the window size W (W < N), and Li the number 
of distinct lemmas in each window. Hence, the MATTR(W)lemma is the mean of a series of TTRs 
based on word lemma for all windows.

For example, the length (the number of tokens) of the example sentence in Table 1 You like 
apples, he likes apples, she likes apples, and I like apples is 13 (N = 13) (We exclude punctua-
tions during calculations). If a window size of 4 tokens (W = 4) is adopted, we obtain 10 win-
dows —  you like apples he | like apples he likes | apples he likes apples | he likes apples she | 
likes apples she likes | apples she likes apples | she likes apples and | likes apples and I | ap-
ples and I like | and I like apples. Then, according to the FORM fi eld of Table 1, the numbers 
of distinct word forms in these 10 windows are 4 (you, like, apples, he), 4 (like, apples, he, likes), 
3 (apples, he, likes), 4 (he, likes, apples, she), 3 (likes, apples, she), 3 (apples, she, likes), 4 (she, 
likes, apples, and), 4 (likes, apples, and, I), 4 (apples, and, I, like), and 4 (and, I, like, apples). 
Then, the MATTR(4)wordform of the sequence can be calculated as:

wordform  

Also, as shown in the LEMMA fi eld of Table 1, we can obtain 10 windows of word lemmas, 
i.e., you like apple he | like apple he like | apple he like apple | he like apple she | like apple she 
like | apple she like apple | she like apple and | like apple and I | apple and I like | and I like ap-
ple. Then the numbers of distinct word lemmas in these 10 windows are 4 (you, like, apple, he), 
3 (like apple he), 3 (apple he like), 4 (he, like, apple, she), 3 (like apple she), 3 (apple she like), 
4 (she, like, apple, and), 4 (like, apple, and, I), 4 (apple, and, I, like) and 4 (and, I, like, apple). 
Hence, we can compute the MATTR(4)lemma of the sequence as follows:

lemma  

Accordingly, by defi nition, the MAMR of a sentence or a corpus can be calculated from the 
diff erence between the MATTR computed in word forms and the MATTR computed in lem-
mas [Čech, Kubát 2018]:

wordform lemma ,

namely,

 

Thus, the MAMR of the example sentence is 0.925 − 0.9 = 0.025. The greater the diff erence, 
the higher the morphological richness of a sentence, text or corpus [Čech, Kubát 2018]. Previ-
ously, Čech and Kubát [2018] empirically showed the eff ectiveness of MAMR in genre classifi -
cation. The present study aims to explore its applicability in the context of typological research.

In this study, we used a standard window size of 500 words (W = 500) following Covington 
and McFall [2010], and calculate the values of MATTR(500)wordform and MATTR(500)lemma using 
the MATTR software Version 2.0. 4 Specifi cally, the MATTR(500)wordform and MATTR(500)lemma 
for each language are calculated based on the FORM and LEMMA extracted from the UD tree-
banks, as shown in Table 1.

 4 For more information, see http://ai1.ai.uga.edu/caspr/.



    Yan Jianwei, Liu Haitao 137

The other metric used in this paper to calculate morphological richness was proposed by Xan-
thos and Gillis [2010]. It defi nes the morphological richness in terms of an average number of dis-
tinct infl ected word forms per lemma, a simple version of the mean size of paradigm (MSP). 5 
The algorithm is:

 

In this formula, F and L represent the number of distinct infl ected word forms and the num-
ber of distinct lemmas, respectively, in a sentence or a corpus. Thus, considering the example 
sentence You like apples, he likes apples, she likes apples, and I like apples, the number of dis-
tinct infl ected word forms is 8 (F = 8) (you, he, she, I, and, like, likes, apples) and the num-
ber of the root lexicons or distinct lemmas is 7 (L = 7) (you, he, she, I, and, like, apple). Thus, 
MSP = 8 ÷ 7 ≈ 1.14.

In addition, the normalized MSP (NMSP) algorithm and robust MSP (RMSP) algorithms were 
also proposed [Xanthos et al. 2011; Xanthos, Gillis 2010; Xanthos, Guex 2015], aimed to re-
duce the infl uence of sample size and compensate for MSP’s dependence on lexematic diversity.

In this paper, to be consistent with the fi rst morphological measure (MAMR), we modifi ed 
the MSP algorithm into the moving-average MSP (MAMSP). Also, instead of merely consid-
ering verbs and nouns in a corpus as Xanthos and Gillis [2010] did, we took all POS as obser-
vations when calculating MAMSP since infl ectional languages (especially Slavic languages) 
also have extensive case systems for pronouns, adjectives, and determiners, etc. The formula 
of MAMSP is as follows:

 

N represents the number of tokens in a corpus, W the window size (W < N), Fi the number 
of distinct word forms in each window, and Li the number of distinct word lemmas in each win-
dow. Take the example sentence for instance. When we adopt a moving window of 4 tokens 
(W = 4), 10 windows can be obtained. Based on Table 1, the numbers of distinct word forms 
in these 10 windows are 4, 4, 3, 4, 3, 3, 4, 4, 4, 4, and those of distinct lemmas are 4, 3, 3, 4, 3, 
3, 4, 4, 4, 4. Then, the MSPs of all 10 windows are 4/4, 4/3, 3/3, 4/4, 3/3, 3/3, 4/4, 4/4, 4/4, and 
4/4, respectively. Thus, the MAMSP of the example sentence is:

 

 The higher the value of MAMSP, the more complex the morphology of the language 
under investigation. Previously, empirical studies [Xanthos, Gillis 2010; Xanthos et al. 2011; 
Xanthos, Guex 2015] reported the eff ectiveness of MSP in refl ecting morphological richness de-
velopment in language acquisition. This study aims to investigate the applicability of modifi ed 
MSP (MAMSP) in typological research.

Based on the FORM and LEMMA fi elds extracted from the UD treebanks, we likewise 
adopted a standard window size of 500 (W = 500) to compute MAMSP by a self-written 
R script.

 5 Size of paradigm refers to how many distinct word forms a lexeme has. For example, Sanskrit a-stem 
noun dev- ‘god’ has eight singular forms, viz., dev-as, dev-a, dev-am, dev-ena, dev-āya, dev-āt, dev-
asya, and dev-e [Whitney 1889].
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2.2.2. Word order freedom

Kuboň et al. [2016] compared four methods for calculating word order freedom based on the 
probabilities of the six variants of S/V/O word orders in corpora (SVO, OVS, VSO, VOS, SOV 
and OSV). It was found that “the phenomenon of word order freedom can be quantifi ed prac-
tically by any reasonably selected measure” [Ibid.: 17]. Out of the four metrics in Kuboň et al. 
[2016], we adopted the third and the fourth ones, namely, the cosine similarity and the word or-
der entropy. This is because that the fi rst one, max–min distance (the maximal probability mi-
nus the minimal probability among the six variants), only considered the diff erence between the 
maximum and the minimum variants, ignoring the other four variants. The second metric, the 
standard Euclidean distance, is very similar to the third one.

The cosine similarity (COSS), which measures the similarity of two vectors, is widely used 
in information retrieval [Mufl ikhah, Baharudin 2009; Li, Han 2013]. In word order freedom cal-
culation, it measures the distances between the actual probability of each S/V/O variant and the 
“ideal vector” with the equal frequency distribution of all six variants (i.e., 100 % /  6 ≈ 0.1667) 
[Kuboň et al. 2016]. The algorithm is as follows:

 

In this formula, the symbol P(xi) represents the probability or the relative frequency of each 
word-order variant in a given language and P(yi) is the “ideal vector” (0.1667) with equal distri-
bution of frequencies. The values of COSS are increasing with the growth of word order freedom 
[Kuboň et al. 2016]. For example, if the word-order distribution for language A is SVO (30 %), 
OVS (20 %), VSO (10 %), VOS (15 %), SOV (15 %), and OSV (10 %), then its cosine similarity is:

 

Similarly, the probabilities of the six S/V/O word-order variants in the example sentence 
from Table 1 (we denote it as B) are SVO (100 %), OVS (0 %), VSO (0 %), VOS (0 %), SOV 
(0 %), and OSV (0 %), then:

 

Since the value of COSS(A) is larger than that of COSS(B), the word order of language A is 
freer than that of language B (our example sentence).

Finally, entropy (ENTR) is adopted as the second metric to measure the degree of word or-
der freedom. Defi ned as a measure for the choice associated with symbols in strings [Shannon 
1948], entropy is widely used in linguistic studies (e.g., [Chen et al. 2016; Bentz et al. 2017; 
Gutierrez-Vasques, Mijangos 2018]). The formula is as follows:

 

Here, ln stands for natural logarithm. The values P(xi) in this formula are the probabilities of the 
six word-order variants. The entropy is maximal for the equal distribution of probabilities and 
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minimal for a language system that has only one acceptable word-order variant [Kuboň et al. 2016]. 
Thus, the higher the entropy for a particular language, the higher its degree of word order freedom.

Then the word order entropy of language A (SVO (30 %), OVS (20 %), VSO (10 %), VOS 
(15 %), SOV (15 %) and OSV (10 %)) is:

 

Similarly, the word order entropy of the example sentence in Table 1 (SVO (100 %), OVS 
(0 %), VSO (0 %), VOS (0 %), SOV (0 %) and OSV (0 %)) is:

 

The value of ENTR(A) is larger than that of ENTR(B); thus, the word order of language A is 
freer than that of language B.

As stated in [Kuboň et al. 2016: 13], “a typical mutual position of a subject, a predicate and 
an object constitute one of the basic typological characteristic[s] of a natural language” and 
“a combination of too many language phenomena in complicated sentences” might bias the fi nal 
results; hence, we only focused on the order of the core arguments and verb (S, V, O) for the calcu-
lation of COSS and ENTR. Moreover, to avoid possible infl uence caused by diff erent proportions 
of non-declarative sentences (i.e., imperative, interrogative and exclamative sentences) in 34 tree-
banks, we only focused on the declarative sentences in the current study. Therefore, technically, 
we fi rst extracted all declarative sentences from the 34 treebanks by a self-written Perl script. 
Then, following the methods of Bonfante et al. [2018] and Courtin [2018: 36–40], we extracted 
the relative frequencies (or probabilities) of the six S/V/O word-order variants in the 34 treebanks 
based on the fourth column (UPOS) and the eighth column (DEPREL) in Table 1 by specifi c ex-
traction patterns of Grew. The examples of extraction patterns for SVO and VSO are given below. 6

SVO Pattern:
 pattern { V [upos=VERB]; V -[nsubj|csubj]-> S; V -[obj|iobj|xcomp|ccomp]-> O; S << 

V; V << O; S << O }
VSO Pattern:
 pattern { V [upos=VERB]; V -[nsubj|csubj]-> S; V -[obj|iobj|xcomp|ccomp]-> O; V << 

S; S << O; V << O }

The other four extraction patterns are similar, and the resulting probabilities of all six vari-
ants of order of the subject, object and predicate verb, and numbers of declarative sentences are 
shown in Appendix B. Finally, based on the results, we can calculate the values of COSS and 
ENTR by a self-written R script.

To summarize, the correlations between morphological richness and word order freedom 
in Slavic languages are quantifi ed by computable and comprehensive measures based on an-
notated corpora. At the operational level, MAMR is computed using MATTR software, and 
MAMSP, COSS, and ENTR are computed using self-written R scripts.

3. Results and discussion

Section 3.1 examines the reliability of the metrics adopted in refl ecting morphological com-
plexity and word order freedom, respectively. Then, Section 3.2 fi rst investigates the correlations 
between morphological richness and word order freedom to test whether the measures adopted 

 6 For more information on the extraction patterns of Grew, see https://grew.fr/.
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can be used to validate the trade-off  hypothesis; then, it delves into the correlations within Slavic 
languages. Section 3.3 tests whether these metrics can be applied to demonstrate the closeness 
of Slavic languages from a typological perspective. Finally, by subsetting treebanks into dif-
ferent sub-corpora and focusing on specifi c genres, the eff ects of corpus size and corpus genre 
on the results of the metrics are discussed in Section 3.4.

3.1. Reliability of the metrics of morphological richness 
and word order freedom

It is inherently diffi  cult to quantify the degree of morphological richness and word order freedom 
of languages. As early as the 1960s, Greenberg proposed indicators to measure the degree of synthe-
sis based on the number of morphemes per word, and the implicational Universals associated with 
word order properties [Greenberg 1960; 1963]. However, methods for measuring morphological rich-
ness and word order freedom remain controversial due to the variations of languages and their diff er-
ent ways of externalizing morphological and word order features. In attempting to test the reliability 
of the metrics adopted, we fi rst calculated the values of MAMR and MAMSP, two measures of mor-
phological complexity, of the 34 treebanks of 17 languages. The results are shown in Appendix C.

As introduced in Section 2, the higher values of MAMR and MAMSP correspond to the 
richer morphological complexity. Appendix C shows that Vietnamese, Chinese, and English 
have smaller MAMRs than Slavic languages. In terms of the MAMSP values, except for the En-
glish treebanks that are scattered among the treebanks of Slavic languages, all Vietnamese and 
Chinese treebanks own smaller values of MAMSP than Slavic ones do.

Moreover, the typical analytical languages (Vietnamese and Classical Chinese) rank at the 
far end of the morphological continuum with the lowest MAMR and MAMSP values in Ap-
pendix C, then come the highly analytical Standard Chinese language, the most analytic among 
Indo-European languages (English), and fi nally the typical fusional ones (Slavic languages). It 
confi rms our assumption in Section 1 (cf. Introduction) that these languages are consecutively 
distributed in the morphological continuum. Besides, to further examine the consistency and re-
liability of MAMR and MAMSP in refl ecting morphological richness, we plotted a scatterplot 
with a regression line, as shown in Figure 1.

Figure 1. Scatterplot of MAMR and MAMSP with a regression line
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Figure 1 shows that the relationship between MAMR and MAMSP fi ts the regression line 
well. Moreover, the Spearman’s rank correlation coeffi  cient between MAMR and MAMSP is 
positive, strong, and statistically signifi cant: ρ = 0.95, p < 0.001. 7 It suggests that the two mea-
sures are homogeneous and consistent in refl ecting the morphological richness of the language 
under discussion. Meanwhile, the Slavic group does exhibit more complex morphological fea-
tures or a higher degree of morphological complexity [Comrie, Corbett (eds.) 1993] with rela-
tively high values of MAMR and MAMSP. Compared with prior attempts to quantify the mor-
phological complexity of Slavic languages, such as investigations based on plain texts [Popescu, 
Altmann 2008; Kelih 2010] or network parameters [Liu, Xu 2012; Liu, Cong 2013], the empiri-
cal results based on the FORM and LEMMA retrieved from annotated corpora can also provide 
new insights into approaching the concept of morphological richness properly.

We then calculated the values of COSS and ENTR, two measures of word order freedom. The 
results are shown in Appendix D.

As mentioned in Section 2, the higher values of COSS and ENTR correspond to the higher 
degree of word order freedom of the language in question. Appendix D shows that the COSS 
and ENTR values of Vietnamese, Chinese, and English are always smaller than those of Slavic 
languages. It suggests that Vietnamese, Chinese and English are less fl exible than Slavic lan-
guages in terms of word order. Also, we drew a scatterplot with a regression line to visualize 
the relationship between COSS and ENTR, as shown in Figure 2.

Figure 2. Scatterplot of COSS and ENTR with a regression line

Figure 2 shows that the regression line can well fi t the relationship between COSS and 
ENTR, and the Spearman’s rank correlation coeffi  cient between COSS and ENTR is also posi-
tive, strong, and statistically signifi cant, ρ = 1.00, p < 0.001. It indicates that the two metrics are 

 7 Spearman’s rank correlation, a nonparametric measure of the strength and direction of correlation that 
exists between two variables, was adopted here since the data violate the assumptions of Pearson prod-
uct-moment correlation. We owe this point to Prof. Laura A. Janda. Conventionally, the closer the ρ 
(Spearman’s rho) value to 1, the stronger the correlation. If the ρ value is equal to or greater than 0.7 
or smaller than −0.7, the correlation is considered to be strong. If the ρ value is between 0.3 and 0.7 
or between −0.3 and −0.7, it is moderate. If the ρ value is between 0 and 0.3 or 0 and −0.3, the correla-
tion is weak.
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homogeneous and reliable in capturing the degree of word order freedom of languages concerned. 
Meanwhile, Slavic languages are generally more fl exible than Vietnamese, Chinese and English 
in terms of syntactic features [Comrie, Corbett (eds.) 1993]. Previously, based on entropy condi-
tioned by unordered dependency graphs, Futrell et al. [2015] proposed a reasonable metric and 
applied it successfully to a collection of UD treebanks of 34 languages to demonstrate the neg-
ative correlation between word order freedom and the morphological richness; and later their 
fi ndings were corroborated and further nuanced by Koplenig et al. [2017] and Levshina [2019]. 
In addition to one metric on entropy, the current study, by contrast, endeavored to capture the 
notion of word order freedom with two metrics, viz., word order entropy and cosine similarity. 
Both metrics are consistent with each other as discussed above, and more importantly, based 
on the validity of the measures, we would also pay special attention to one specifi c language 
group in the following discussions.

To summarize, based on information retrieved from large-scale annotated corpora, the mor-
phological and syntactic metrics adopted in this study are computable, understandable, and can 
well capture the internal structures of human languages.

3.2. Correlation between morphological richness 
and word order freedom

In this section, we examine the correlations between morphological complexity and word or-
der freedom across Slavic and non-Slavic languages fi rst, then within Slavic ones.

We plotted the scatterplot matrix of the two morphological richness metrics and two word or-
der freedom metrics, as shown in Figure 3.

Figure 3. Scatterplot correlation matrix of MAMR vs. COSS, MAMR vs. ENTR, MAMSP 
vs. COSS, and MAMSP vs. ENTR with regression lines 8

 8 As suggested by one of the three reviewers, an alternative way to present the multiple correlations of all 
four metrics is a correlogram with regression lines. That means we can combine Figure 1, 2 and 3 into 
one fi gure. However, we aimed to corroborate the reliability and consistency of the measures within 
domains fi rst (i.e., morphology and syntax) (as shown in Section 3.1) and then the correlation across 
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Figure 3 shows that the correlations between morphological richness and word order free-
dom are all positive, strong, and statistically signifi cant. Take plot A as an example. The 
Spearman’s rank correlation coeffi  cient between MAMR (one of the two measures of mor-
phological complexity) and COSS (one of the two measures of word order freedom) is posi-
tive, ρ = 0.84, p < 0.001. It is also true for the other three panels. Specifi cally, the ρ values for 
the other three correlations are 0.83, 0.77, and 0.77, respectively, and their p-values are all 
statistically signifi cant (p < 0.001). It suggests that as the morphological complexity of lan-
guages increases, their word order becomes freer or less rigid, which is consistent with the 
“complexity trade-off  hypothesis”. Hence, the statistical results provide empirical evidence 
for the qualitative hypothesis about morphology and syntax of languages [Sapir 1921; Jakob-
son 1936; McFadden 2003].

Moreover, taking Figure 3 (A) as an example, we plotted a scatterplot of MAMR and COSS 
with treebanks labels, as shown in Figure 4, to better observe the distribution of specifi c tree-
banks.

Figure 4. Scatterplot of MAMR and COSS with a regression line

Figure 4 further shows how typical analytic, highly analytic, the most analytic among In-
do-European languages, and typical fusional Slavic treebanks scatter in the two-dimensional 
space, confi rming that Vietnamese, Chinese and English treebanks do have a lower degree 
of morphological complexity and lower fl exibility of word order than Slavic ones.

Combined with the fi ndings in Section 3.1, the results here show that the metrics adopted 
are plausible to quantify the correlations between word order and morphology. It demonstrates 
that these metrics can be used to prove the “negative correlation hypothesis”, which paves the 
way for the following examination of the correlations between morphological complexity and 
word order freedom within Slavic languages.

We plotted the scatterplot matrix of the four metrics within Slavic languages, as shown 
in Figure 5.

domains (i.e., whether word order correlates with morphological richness) (as shown in Section 3.2); 
Moreover, if we adopted a correlogram, the data points in the correlogram would not be labelled with 
treebank names, which, as suggested by our reviewer, may lead to diffi  culties in making detailed discus-
sions. Hence, we presented the correlations within domains in Figure 1 and Figure 2, and then across 
domains in Figure 3 separately.
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Figure 5. Scatterplot correlation matrix of MAMR vs. COSS, MAMR vs. ENTR, MAMSP 
vs. COSS, and MAMSP vs. ENTR with regression lines within Slavic languages

Figure 5 shows that the correlations between morphological richness and word order free-
dom within Slavic languages are also positive, moderate, and statistically signifi cant. The Spear-
man’s rank correlation coeffi  cients between MAMR and COSS, MAMR and ENTR, MAMSP 
and COSS, and MAMSP and ENTR are 0.59, 0.57, 0.57, and 0.56, respectively. 9 It suggests that 
the “complexity trade-off  hypothesis” still holds as far as only Slavic languages are considered, 
which further corroborates the negative correlation between morphology and syntax of Slavic 
languages [Comrie, Corbett (eds.) 1993: 6–7; Klein et al. (eds.) 2018].

Moreover, the Slavic treebanks adopted in the current study fall into 3 subgroups, the East 
branch (Russian, Belarusian, and Ukrainian), the West branch (Polish, Czech, Slovak, and Up-
per Sorbian), and the South branch (Bulgarian, Slovenian, Croatian, and Serbian), respective-
ly. 10 The other two languages, Old Church Slavonic and Old Russian, 11 are considered here sep-
arately as ancient Slavic languages.

 9 When we focus on the modern Slavic languages only, the Spearman’s rank correlations between MAMR 
and COSS, MAMR and ENTR, MAMSP and COSS, and MAMSP and ENTR are all positive and mod-
erate, though they are not statistically signifi cant (the ρ and p values for the these four correlations are 
ρ = 0.43, p = 0.051; ρ = 0.40, p = 0.071; ρ = 0.39, p = 0.079, and ρ = 0.37, p = 0.095). The insignifi -
cance of these correlations shows that modern Slavic languages are more closely connected with each 
other than ancient ones.

 10 According to Janda [2006: 415], and Sussex and Cubberley [2006: 2–6], modern Slavic languages can 
be divided into three subgroups: (1) the East branch, consisting of Russian, Belarusian, and Ukrainian; 
(2) the West branch, consisting of Polish, Czech, Slovak, and Sorbian; and (3) the South branch, con-
sisting of Bulgarian, Macedonian, Slovenian, Bosnian, Croatian, and Serbian.

 11 Being the oldest attested Slavic language, Old Church Slavonic dates from the 10th or 11th century, and 
is now primarily used for religious purposes [Lunt 2001]. Together with Proto-Slavic, Old Church Sla-
vonic is fundamentally important for the understanding of the modern Slavic languages [Sussex, Cub-
berley 2006: 2–6]. Old Russian, also known as Old East Slavic (or Common East Slavic), was used from 
the 10th to 15th centuries by the East Slavs. It fi nally developed into the Russian, Belarusian, Ukrainian 
and Rusyn languages, etc. [Krause, Slocum 2020].
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For a better presentation of the correlations within Slavic languages, we took Figure 5 (A) 
as an example and plotted the correlation between MAMR and COSS with treebank labels, 
as shown in Figure 6.

Figure 6. Scatterplot of MAMR and COSS with a regression line within Slavic languages

Figure 6 shows that, along with the regression line, the East branch (yellow dots) tends to ap-
pear on the bottom-left corner of the fi gure, then the South (red) and the West (blue), and fi nally 
the ancient languages (green) on the top-right. It is also true for the other three pairs of metrics, 
i.e., MAMR and ENTR, MAMSP and COSS, and MAMSP and ENTR. The results show that 
generally, the East, South and West branches of modern Slavic languages demonstrate their par-
ticular features with diff erent levels of morphological richness and word order freedom, though 
the separation between these three branches is not sharp and clear-cut enough. In contrast, the 
distinctive features of the ancient Slavic languages emerge when compared with the modern ones.

To be specifi c, in terms of morphological features, the treebanks of Old_Church_Slavon-
ic-PROIEL (a sample of Old Church Slavonic), Old_Russian-TOROT (a sample of Old Rus-
sian and Middle Russian) and Old_Russian-RNC (a sample of Middle Russian) have higher 
MAMR values than the three groups of modern Slavic languages do. It indicates a more com-
plex morphological structure of old Slavic languages or a decreasing trend of the morphological 
features from ancient to modern ones. Smetonienė [2019] once compared the Slavic loan nouns 
from Petkevičius’ Catechism with their equivalents in Slavic languages of the relevant period 
and found that patterns of morphological integration can function as an indication of Slavic lan-
guage origin and development. Results here may provide another angle into the morphological 
changes of Slavic languages.

When it comes to word order, Old_Russian-RNC and Old_Russian-TOROT own the high-
est COSS values, and the COSS value of Old_Church_Slavonic-PROIEL ranks fi fth among 
all treebanks. It means that the ancient Slavic languages are also likely to have a more fl exible 
word order. The majority of prior studies on the Slavic word order system paid much attention 
to the discrete classifi cation of word order types to cluster languages (e.g., [Zimmerling 2012]). 
In this study, we quantifi ed the word order freedom continuously, and the results, as shown 
in Figure 6, can well refl ect the stricter word order of the modern languages and freer word or-
der of the ancient ones.

Results show that although the correlation between morphology and syntax within Slavic lan-
guages is not as high as that of all sample treebanks, it is still moderate and signifi cant, confi rming 
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the typological generalization of “negative correlation”. Put diff erently, the morphological rich-
ness of Slavic languages decreases as the syntactic structure becomes more rigid. Moreover, the 
ancient Slavic languages are characterized as being morphologically richer and syntactically 
more fl exible than modern ones.

3.3. Language clustering within Slavic languages

A further concern would be whether the morphological and syntactic metrics in the current 
study can well cluster Slavic languages into subgroups. To adopt at least one metric of mor-
phological complexity and one of word order freedom, respectively, nine diff erent combina-
tions of these four indicators can be obtained, i.e., (1) MAMR and COSS; (2) MAMR and 
ENTR; (3) MAMR, COSS and ENTR; (4) MAMSP and COSS; (5) MAMSP and ENTR; 
(6) MAMSP, COSS and ENTR; (7) MAMR, MAMSP and COSS; (8) MAMR, MAMSP and 
ENTR; (9) MAMR, MAMSP, COSS and ENTR.

We took these nine combinations as inputs for Agglomerative Clustering Analysis with Eu-
clidean distance. The values of the correlation coeffi  cient produced are (1) 0.65, (2) 0.74, (3) 
0.73, (4) 0.57, (5) 0.66, (6) 0.65, (7) 0.78, (8) 0.69 and (9) 0.65, respectively, showing that the 
cluster trees generated can well refl ect the relationship under discussion. It is noteworthy that 
four among nine combinations, viz., (2) MAMR and ENTR; (3) MAMR, COSS and ENTR; 
(8) MAMR, MAMSP and ENTR; and (9) MAMR, MAMSP, COSS, and ENTR, can cluster 
Slavic languages ideally. Moreover, the ancient Slavic languages are always clustered together 
for all nine combinations. We took the combination (9) as an example in Figure 7.

Figure 7. Cluster dendrogram based on MAMR, MAMSP, COSS, and ENTR
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Figure 7 shows that the classifi cation model can accurately distinguish Slavic languages 
from non-Slavic ones (the blue subset). Moreover, the ancient Slavic languages (the green sub-
set: Old_Russian-TOROT, Old_Russian-RNC, and Old_Church_Slavonic-PROIEL) show their 
uniqueness in the dendrogram, clustering into one category.

In this regard, Liu and Cong [2013] once reported favorable clustering results of 12 Slavic 
languages based on 15 network parameters of 12 parallel novels. Similarly, though with four pa-
rameters and unparalleled materials, results here are generally satisfactory. To be specifi c, the 11 
modern Slavic languages in Figure 7 are subdivided into the red subset and the yellow subset. 
The red subset includes all four West Slavic languages, namely, all fi ve treebanks of Czech, the 
only treebank of Upper Sorbian, one treebank of Polish (the other two are grouped into the East), 
and the only treebank of Slovak. Meanwhile, the yellow subset includes all three East Slavic 
languages, i.e., the only treebank of Belarusian, the only treebank of Ukrainian, and three tree-
banks of Russian (the other one is grouped into the West). Besides, the South branch is mixed 
into the East and West ones (specifi cally, one treebank of Croatian, one treebank of Serbian, 
and one treebank of Bulgarian are grouped into the East branch; two treebanks of Slovenian are 
grouped into the West).

One interesting question then may arise: Why are ancient Slavic languages, i.e., Old Church 
Slavonic (a South Slavic liturgical and literary language [Sussex, Cubberley 2006: 2]) and Old 
Russian (a common parent to the East Slavic languages [Krause, Slocum 2020]), so close to each 
other? As suggested by Trubetzkoy [1927] and Durnovo [1932], the underlying reason might be 
that they are variants of one single language, “Late Common Slavic”, and their similarities far 
outweigh their diff erences. As Lunt [1987: 134] stated, “the diff erences between standard early 
Russian and Old Church Slavonic, though striking, simply do not justify the sort of linguistic 
distance scholars have posited”. Precisely, the rich infl ectional system of Old Church Slavonic 
generally “coincides with” that of Old Russian, and the exceptions are “surprisingly minor” 
[Lunt 1987: 148]. In fact, Old Church Slavonic and Old Russian shared virtually all morpholog-
ical elements [Lunt 1987: 136]. This might explain why the MAMR and MAMSP values of Old 
Church Slavonic and Old Russian in Appendix C are so close to each other and why they are 
clustered together in Figure 7 from the morphological perspective.

As for their similarities in terms of the “free word order”, the word “free” means that the posi-
tion of an element within a sentence is not directly determined by its syntactic function [Mathe-
sius 1942; Firbas 1992: 118]. Although logically, there are six diff erent permutations of subject, 
object and verb, the Slavic languages are generally classifi ed as free SVO languages [Siewierska, 
Uhlířová 1998: 107; Dryer 2013]. As put by Plungian [2018: 10–11], all diachronic processes 
revolve around the frequency of linguistic forms. The relative frequency in Appendix B shows 
that within this dominant SVO order, the ancient Slavic languages exhibit lower proportions 
of SVO structures (Old_Church_Slavonic-PROIEL —  54.50 %, Old_Russian-RNC —  29.00 %, 
Old_Russian-TOROT —  45.80 %) and more balanced proportions of other fi ve S/V/O combi-
nations than modern ones (the average SVO proportion of modern Slavic is 70.88 % and the 
other fi ve S/V/O combinations are rare). The average proportion of SVO structures of the ten 
non-Slavic treebanks (Vietnamese, Chinese and English) is 95.35 %. Therefore, it not only con-
fi rms that ancient Slavic languages share great similarities regarding the fl exibility of word or-
der (this is also consistent with the COSS and ENTR values in Appendix D), but also demon-
strates a tendency of Slavic languages towards strict SVO languages diachronically. Thus, this 
explains why the Old Church Slavonic and Old Russian are grouped into one subset in Figure 7 
in terms of word order.

Another noteworthy aspect is that the diachronic changes of morphological richness and word 
order seem to be dynamically adapted with each other. Specifi cally, with losses of morpholog-
ical features, modern Slavic languages are becoming more rigid in terms of syntactic word or-
der. Koplenig et al. [2017: 4] once suggested that the trade-off s between morphology and syntax 
can theoretically be credited as a refl ection of the least eff ort principle [Zipf 1965] or be under-
stood under the framework of synergetic linguistics [Köhler 1987; 2005], indicating that human 
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beings tend to encode linguistic information effi  ciently. In this case, if a modern Slavic language 
uses more fi xed word order to convey grammatical relationships, then human cognitive capac-
ity would be overloaded to encode too many morphological rules in word structure; Conversely, 
when the constraint on word order is more fl exible, more cognitive eff orts can be spared to en-
code more information in morphological features. Hence, our empirical results might provide 
another evidence to this assumption of effi  cient communication from a diachronic perspective.

To summarize, based on the metrics of morphological richness and word order freedom, sub-
groups of Slavic languages can be well clustered. More importantly, the dynamic relations be-
tween morphological and syntactic features might shed new light on how language evolved 
diachronically and how human beings encode linguistic information for effi  cient communica-
tion. In all, the results confi rm the applicability of morphological and syntactic metrics in lan-
guage clustering.

3.4. Possible factors that might infl uence the quantitative results

Finally, it is still of great interest to investigate whether the corpus size (or text size) and cor-
pus genre (or text type) would aff ect our quantitative results. For example, why are the tree-
banks Polish-LFG and Russian-Taiga located in diff erent clusters with respect to other Polish 
and Russian treebanks in Figure 7? Due to the limitations of linguistic materials, 12 the eff ects 
of corpus size was investigated by subsetting all treebanks into individual sub-corpora, and the 
eff ects of corpus genre by delving into two specifi c treebanks.

First, we will focus on the possible disturbing eff ects of corpus size. Since the token count 
of the smallest corpus among our 34 corpora is 6339, we subsetted all 34 corpora cumulatively 
into sub-corpora with 5000 tokens as steps (5000, 10 000, 15 000, 20 000, … 95 000, 100 000). 
We then computed the MAMR and MAMSP values for each sub-corpus (W = 500) to com-
pare with the MAMR and MAMSP values of the whole treebanks. Taking the MAMR value 
of each sub-corpus as an example, we plotted a line chart of all 34 treebanks, as shown in Fig-
ure 8 (p. 149).

Figure 8 shows that the MAMR values of all sub-corpora are generally similar to the MAMR 
values of the entire treebanks, especially when the token size reaches 50 000. Moreover, to test 
whether there exists signifi cant diff erence between MAMRs of diff erent token sizes, we followed 
Wang and Liu [2017] by generating two linear regression models. The fi rst one was fi tted with 
MAMR and token size as the dependent and independent variables, respectively. The model is 
not signifi cant (F = 0.07094, df1 = 1, df2 = 456, p = 0.7901 > 0.05, adjusted R2 = −0.002037). 13 
The second model predicts MAMRs from token sizes with interaction with diff erent treebanks. It 
is highly signifi cant (F = 2842, df1 = 67, df2 = 390, p = 2.2e-16 < 0.0001, adjusted R2 = 0.9976). 
A likelihood ratio test between these two models shows that the regression model with the in-
teraction of treebanks is signifi cantly diff erent from the model without it (p < 0.0001). It shows 
that diff erences of MAMRs between treebanks are statistically signifi cant, and the eff ect of the 
correlation between MAMRs and the interaction between token sizes and treebanks is strong 

 12 On the one hand, the tokens of the corpora under investigation range from 6339 (Chinese-CFL) 
to 1 285 509 (Czech-PDT) (see Appendix A), and the numbers of declarative sentences of the corpora 
range from 412 (Chinese-CFL) to 84 884 (Czech-PDT) (see Appendix B); on the other hand, the genres 
of the corpora cover wiki, blog, nonfi ction, social, news, spoken, reviews, legal, medical, web, gram-
mar-examples, the Bible, and so on. Hence, it is impossible to adopt corpora of the same size with the 
same genre for the research topic of the current study.

 13 Adjusted R2 is an important indicator in a signifi cance test of linear regression models. In accordance 
with Gries [2013: 265], “R2 is adjusted such that you incur a slight penalty for every predictor included 
in your model”.
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(adjusted R2 = 0.9976), whereas the eff ect of the correlation between MAMRs and token size is 
trivial (adjusted R2 = 0.002037). It is also true for the measurements of MAMSP. Specifi cally, 
the diff erences of MAMSPs between treebanks are statistically signifi cant, and the eff ect of the 
correlation between MAMSPs and the interaction between token sizes and treebanks is strong 
(F = 1254, df1 = 67, df2 = 390, p = 2.2e-16 < 0.05, adjusted R2 = 0.9946), whereas the eff ect 
of the correlation between MAMSPs and token size is small (F = 0.02776, df1 = 1, df2 = 456, 
p = 0.8678 > 0.05, adjusted R2 = −0.002132). The results suggest that diff erent treebanks af-
fect the MAMR and MAMSP values to a large degree, and the token sizes have little eff ects.

Similarly, we subsetted all 34 corpora cumulatively into sub-corpora with 400 sentences 
as steps (400, 800, 1200, 1600, … 7600, 8000) since the sentence number of the smallest corpus 
among all 34 corpora is 412. We then computed the COSS and ENTR values of each sub-cor-
pus. We found that the COSS value of sub-corpus is generally similar to the COSS of the whole 
treebank when the sentence number reaches 4000. Moreover, based on regression models, it can 
also be found that the diff erences of COSSs between treebanks are statistically signifi cant, and 
the eff ect of the correlation between COSSs and the interaction between sentence numbers and 
treebanks is strong (F = 953.5, df1 = 67, df2 = 352, p = 2.2e-16 < 0.05, adjusted R2 = 0.9935), but 
the eff ect of the correlation between COSSs and sentence number is extremely small (F = 7.709, 
df1 = 1, df2 = 418, p = 0.005741 > 0.05, adjusted R2 = 0.01576). Also, the diff erences of ENTRs 
between treebanks are statistically signifi cant, and the eff ect of the correlation between EN-
TRs and the interaction between sentence numbers and treebanks is strong (F = 1018, df1 = 67, 
df2 = 352, p = 2.2e-16 < 0.05, adjusted R2 = 0.9939), whereas the eff ect of the correlation be-
tween ENTRs and sentence number is trivial (F = 10.75, df1 = 1, df2 = 418, p = 0.001131 > 0.05, 
adjusted R2 = 0.02274). The results suggest that the values of COSS and ENTR are aff ected 
by the treebanks to a large extent. In contrast, sentence numbers have little eff ect on the COSS 
and ENTR values.

Therefore, we can see that corpus size in tokens or sentences does not greatly aff ect the indi-
cators adopted. It might be related to the fact that we have adopted the moving-window opera-
tion and the relative-frequency operation (cf. Methods) to minimize the eff ects of corpus size.

Figure 8. MAMR values of 34 treebanks with diff erent token sizes (5000 ≤ Token ≤ 100 000)
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Now we will focus on the possible disturbing eff ects of corpus genre (text type). We will 
consider Polish-LFG and Russian-Taiga treebanks to discuss the eff ects of genre on the results 
of the quantitative metrics. 14

In Appendices C and D, it can be found that the morphological richness metrics (MAMR and 
MAMSP) for Polish-LFG (ranked second among three Polish treebanks in terms of MAMR and 
ranked third in terms of MAMSP) and Russian-Taiga (ranked third among four Russian tree-
banks in terms of MAMR and ranked second in terms of MAMSP) are similar to those of other 
Polish and Russian treebanks. However, the COSS and ENTR values of Polish-LFG and Rus-
sian-Taiga are the highest among all Polish and Russian treebanks, respectively. Do the eff ects 
of genre contribute to this phenomenon? We computed the COSS and ENTR values of each 
genre of Polish-LFG, as shown in Table 2.

Table 2
COSS and ENTR values of diff erent genres in the Polish-LFG treebank

Genre COSS Sentences Genre ENTR Sentences

Legal 0.505 11 Legal 0.530 11

News 0.558 6 090 Academic 0.994 48

Academic 0.560 48 News 1.004 6 090

Fiction 0.562 6 215 Fiction 1.020 6 215

Nonfi ction 0.572 1 105 Nonfi ction 1.086 1 105

Blog 0.593 121 Blog 1.087 121

Spoken Media 0.660 105 Spoken Media 1.149 105

Social 0.695 374 Social 1.400 374

Spoken Prepared 0.741 263 Spoken Prepared 1.419 263

Spoken Conversational 0.779 581 Spoken Conversational 1.455 581

Whole treebank 0.571 14 913 Whole treebank 1.068 14 913

Table 2 shows that the COSS values of formal written genres (legal, news, academic, fi ction, 
nonfi ction) in Polish-LFG are generally approximant or below the COSS value of the whole 
treebank. In contrast, those of informal written genre (blog) or spoken genres (spoken media, so-
cial, spoken prepared, spoken conversational) are generally above the COSS of the whole tree-
bank. It is also true for ENTR values. The results indicate that formal written genres are prone 
to demonstrate fi xed syntactic structures, whereas informal written and spoken genres are likely 
to allow more fl exibility in terms of word order.

As we can see in Appendix A, the other two Polish treebanks (Polish-PDB and Polish-PUD) 
are generally composed of formal written genres (one is composed of fi ction, news, nonfi ction; 
and the other of news and wiki). Hence, it is the factor of genre that renders Polish-LFG diff er-
ent from the other Polish treebanks, as shown in Figure 7.

Similarly, we also examined the syntactic features of each genre of Russian-Taiga in Ta-
ble 3.

 14 Among all 34 treebanks, three treebanks (i.e., Belarusian-HSE, Polish-LFG and Russian-Taiga) are an-
notated with comments like “# genre = news”, which makes it possible to extract sub-corpora of spe-
cifi c genres from these treebanks. However, the Belarusian-HSE treebank is too small (11 250 tokens, 
617 sentences), not to mention the fact that it needs to be divided into four diff erent genres. Hence, we 
focused on Polish-LFG and Russian-Taiga to investigate the possible eff ects of corpus genre on quan-
titative metrics.



    Yan Jianwei, Liu Haitao 151

Table 3
COSS and ENTR values of diff erent genres in the Russian-Taiga treebank

Genre COSS Sentences Genre ENTR Sentences

News 0.438 15 News 0.257 15

Social 0.569 1 846 Social 1.046 1 846

Poetry 0.707 785 Poetry 1.384 785

Whole treebank 0.618 2 646 Whole treebank 1.205 2 646

Table 3 shows that, as a formal written genre, the news genre in Russian-Taiga has fi xed word 
order with extremely low COSS and ENTR values (although the sentence number of this genre 
is small). The genre “social”, as a spoken genre, does show its fl exible syntax. Finally, being 
a written genre, poetry is featured by greater word order fl exibility, though. It is consistent with 
the prior fi nding that “their [poetries’] forms of language are similar to the spoken language and 
their syntax is fl exible as they permit themselves considerable freedom in word order for dif-
ferent purposes” [Nofal 2014: 283]. Therefore, the overwhelming proportion of social and po-
etry genres in the Russian-Taiga treebank results in high indicators of word order freedom. This 
makes it diff erent from the other three Russian treebanks (Russian-GSD, Russian-PUD, Rus-
sian-SynTagRus), classifi ed into a diff erent cluster, as shown in Figure 7.

Hence, based on the treebanks Polish-LFG and Russian-Taiga, we investigated the eff ects 
of corpus genre on our quantitative measures. It was found that genres do not signifi cantly af-
fect morphological metrics, but they tend to do so with regard to syntactic indicators. Gener-
ally, formal written genres tend to have more fi xed word order, while informal and spoken ones 
are likely to be more syntactically fl exible. However, due to the limited genre annotation of the 
treebanks, we only examined two treebanks in this section. The fi ndings above are interesting 
and worthy of further investigations.

4. Conclusion

This study adopts 24 treebanks of 13 Slavic languages in UD 2.5 database as the research ob-
ject, and ten treebanks of typical analytic languages (Vietnamese, Classical Chinese), a highly 
analytic language (Standard Chinese) and the most analytic among Indo-European languages 
(English) as comparative materials. It investigates the correlation between morphological rich-
ness and word order freedom within Slavic languages and its possible implications.

Based on four quantitative metrics, morphological and syntactic features are extracted and 
quantifi ed from annotated corpora. The statistical results show that the indicators adopted are 
consistent and reliable. Moreover, it can be found that the well-known “trade-off  hypothesis” 
holds within Slavic languages, viz., the morphological richness and the rigidity of word order 
in Slavic languages are negatively related. Besides, we also examined the clustering of Slavic 
languages based on the above indicators from a practical perspective. It was found that the com-
bination of morphological and syntactic metrics can diff erentiate the Slavic languages from the 
non-Slavic ones. More importantly, the ancient Slavic languages demonstrate morphological and 
syntactic characteristics which clearly distinguish them from the modern ones. The diachronic 
changes of morphological richness and word order might refl ect how human beings encode lin-
guistic information morphologically and syntactically. Finally, we also investigated the eff ects 
of two factors on the values of quantitative metrics. It was found that the corpus size does not 
have a great eff ect on the indicators used in this study. In contrast, the corpus genre might greatly 
aff ect the syntactic indicators, viz., the more formal the genre is, the more fi xed the word order.
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This study provides evidence for the “negative correlation hypothesis” or the “complexity 
trade-off  hypothesis”. With special attention paid to Slavic languages, it examines the correla-
tion between morphological typology and word order typology, applies quantitative metrics 
to an annotated database, provides insights into adopting treebanks as resources for typological 
research, shedding new light on how natural languages encode lexical and syntactic informa-
tion for effi  cient communication.

For future studies, paralleled corpora with more balanced genre distribution, covering more 
levels of the language are highly desirable to uncover the dynamic relations of diff erent com-
ponents of human languages.

Appendix A: Information on language groups, text types 
(or genres), and token counts of the treebanks

# Treebank Group Text Type Tokens

1 Belarusian-HSE Slavic fi ction, legal, news, nonfi ction 11 250

2 Bulgarian-BTB Slavic fi ction, legal, news 134 091

3 Chinese-CFL Sino-Tibetan learner-essay 6 339

4 Chinese-GSD Sino-Tibetan wiki 106 226

5 Chinese-GSDSimp Sino-Tibetan wiki 106 203

6 Classical_Chinese-Kyoto Sino-Tibetan nonfi ction 74 770

7 Croatian-SET Slavic news, web, wiki 175 244

8 Czech-CAC Slavic legal, medical, news, nonfi ction, 
reviews 434 256

9 Czech-CLTT Slavic legal 31 106

10 Czech-FicTree Slavic fi ction 135 261

11 Czech-PDT Slavic news, nonfi ction, reviews 1 285 509

12 Czech-PUD Slavic news, wiki 15 986

13 English-EWT Germanic blog, email, reviews, social 224 964

14 English-GUM Germanic academic, fi ction, news, nonfi ction, 
spoken, web, wiki 88 128

15 English-LinES Germanic fi ction, nonfi ction, spoken 82 712

16 English-ParTUT Germanic legal, news, wiki 43 837

17 English-PUD Germanic news, wiki 18 725

18 Old_Church_Slavonic-PROIEL Slavic bible 57 563

19 Old_Russian-RNC Slavic legal, nonfi ction 15 762

20 Old_Russian-TOROT Slavic legal, nonfi ction 149 780

21 Polish-LFG Slavic fi ction, news, nonfi ction, social, spoken 105 147

22 Polish-PDB Slavic fi ction, news, nonfi ction 292 133

23 Polish-PUD Slavic news, wiki 15 731

24 Russian-GSD Slavic wiki 79 875
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# Treebank Group Text Type Tokens

25 Russian-PUD Slavic news, wiki 16 378

26 Russian-SynTagRus Slavic fi ction, news, nonfi ction 904 227

27 Russian-Taiga Slavic news, poetry, social 32 182

28 Serbian-SET Slavic news 85 333

29 Slovak-SNK Slavic fi ction, news, nonfi ction 86 913

30 Slovenian-SSJ Slavic fi ction, news, nonfi ction 122 072

31 Slovenian-SST Slavic spoken 28 026

32 Ukrainian-IU Slavic
blog, email, fi ction, grammar-
examples, legal, news, reviews, social, 
web, wiki

98 974

33 Upper_Sorbian-UFAL Slavic nonfi ction, wiki 9 175

34 Vietnamese-VTB Viet-Muong news 37 431

Appendix B: Probability (or relative frequency) of S/V/O word 
order combinations and numbers of declarative sentences 

in the treebanks

# Treebank SVO SOV VSO OSV OVS VOS Sentences

1 Belarusian-HSE 0.884 0.028 NA 0.023 0.051 0.014 617

2 Bulgarian-BTB 0.807 0.061 0.002 0.008 0.106 0.016 10 382

3 Chinese-CFL 0.995 0.003 NA 0.003 NA NA 412

4 Chinese-GSD 0.929 0.028 NA 0.043 NA NA 4 981

5 Chinese-GSDSimp 0.929 0.028 NA 0.043 NA NA 4 981

6 Classical_Chinese-Kyoto 0.968 0.026 NA 0.006 NA NA 15 115

7 Croatian-SET 0.764 0.072 0.014 0.058 0.073 0.019 8 866

8 Czech-CAC 0.630 0.058 0.077 0.032 0.132 0.071 24 440

9 Czech-CLTT 0.717 0.024 0.099 0.037 0.102 0.022 1 125

10 Czech-FicTree 0.457 0.191 0.045 0.085 0.147 0.075 10 990

11 Czech-PDT 0.570 0.083 0.068 0.042 0.169 0.069 84 884

12 Czech-PUD 0.705 0.085 0.057 0.033 0.085 0.035 985

13 English-EWT 0.954 NA 0.001 0.038 0.004 0.003 14 404

14 English-GUM 0.947 0.001 0.001 0.047 0.003 0.001 5 106

15 English-LinES 0.942 0.002 0.001 0.044 0.008 0.003 4 867

16 English-ParTUT 0.959 0.002 0.001 0.035 NA 0.002 2 046

17 English-PUD 0.964 NA 0.001 0.023 0.004 0.008 986

18 Old_Church_Slavonic-PROIEL 0.545 0.109 0.107 0.041 0.043 0.155 6 335
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# Treebank SVO SOV VSO OSV OVS VOS Sentences

19 Old_Russian-RNC 0.290 0.301 0.110 0.175 0.049 0.075 583

20 Old_Russian-TOROT 0.458 0.131 0.181 0.045 0.066 0.118 16 942

21 Polish-LFG 0.700 0.078 0.031 0.031 0.086 0.073 14 913

22 Polish-PDB 0.767 0.046 0.031 0.024 0.067 0.065 20 574

23 Polish-PUD 0.875 0.011 0.031 0.009 0.039 0.035 987

24 Russian-GSD 0.841 0.010 0.006 0.026 0.099 0.018 5 004

25 Russian-PUD 0.899 0.008 0.009 0.018 0.059 0.008 987

26 Russian-SynTagRus 0.780 0.042 0.010 0.041 0.089 0.038 57 496

27 Russian-Taiga 0.635 0.137 0.060 0.067 0.069 0.032 2 646

28 Serbian-SET 0.878 0.018 0.014 0.030 0.053 0.006 4 308

29 Slovak-SNK 0.518 0.152 0.035 0.053 0.184 0.057 9 721

30 Slovenian-SSJ 0.585 0.113 0.035 0.076 0.167 0.024 7 661

31 Slovenian-SST 0.485 0.178 0.055 0.137 0.121 0.024 2 886

32 Ukrainian-IU 0.766 0.069 0.013 0.055 0.068 0.030 6 424

33 Upper_Sorbian-UFAL 0.622 0.162 0.141 0.012 0.046 0.017 641

34 Vietnamese-VTB 0.948 0.018 0.000 0.027 NA 0.007 2 783

Appendix C: Values of two metrics of morphological richness 
for each treebank

Treebank MAMR Group Treebank MAMSP Group

Old_Church_Slavonic-
PROIEL 0.211 Slavic Old_Church_Slavonic-

PROIEL 1.523 Slavic

Old_Russian-TOROT 0.166 Slavic Old_Russian-RNC 1.412 Slavic

Old_Russian-RNC 0.142 Slavic Old_Russian-TOROT 1.393 Slavic

Czech-CAC 0.122 Slavic Czech-CLTT 1.310 Slavic

Czech-FicTree 0.116 Slavic Czech-CAC 1.258 Slavic

Czech-PDT 0.109 Slavic Czech-FicTree 1.257 Slavic

Russian-SynTagRus 0.106 Slavic Slovenian-SST 1.231 Slavic

Czech-CLTT 0.105 Slavic Belarusian-HSE 1.227 Slavic

Serbian-SET 0.103 Slavic Serbian-SET 1.223 Slavic

Slovak-SNK 0.098 Slavic Russian-SynTagRus 1.216 Slavic

Croatian-SET 0.096 Slavic Czech-PDT 1.215 Slavic

Czech-PUD 0.096 Slavic Slovak-SNK 1.207 Slavic

Slovenian-SST 0.094 Slavic Croatian-SET 1.198 Slavic

Slovenian-SSJ 0.093 Slavic Slovenian-SSJ 1.190 Slavic
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Treebank MAMR Group Treebank MAMSP Group

Belarusian-HSE 0.092 Slavic Ukrainian-IU 1.182 Slavic

Upper_Sorbian-UFAL 0.091 Slavic Upper_Sorbian-UFAL 1.175 Slavic

Bulgarian-BTB 0.090 Slavic Czech-PUD 1.169 Slavic

Ukrainian-IU 0.088 Slavic Bulgarian-BTB 1.163 Slavic

Polish-PUD 0.085 Slavic English-LinES 1.160 Germanic

Polish-LFG 0.082 Slavic Russian-Taiga 1.156 Slavic

Russian-PUD 0.082 Slavic English-EWT 1.153 Germanic

Polish-PDB 0.080 Slavic Polish-PDB 1.150 Slavic

Russian-Taiga 0.073 Slavic English-GUM 1.149 Germanic

Russian-GSD 0.056 Slavic Polish-PUD 1.148 Slavic

English-LinES 0.049 Germanic Russian-PUD 1.147 Slavic

English-GUM 0.047 Germanic Polish-LFG 1.147 Slavic

English-EWT 0.044 Germanic English-ParTUT 1.114 Germanic

English-ParTUT 0.036 Germanic English-PUD 1.096 Germanic

English-PUD 0.035 Germanic Russian-GSD 1.091 Slavic

Chinese-CFL 0.001 Sino-Tibetan Chinese-CFL 1.002 Sino-Tibetan

Chinese-GSD 0.001 Sino-Tibetan Chinese-GSDSimp 1.001 Sino-Tibetan

Chinese-GSDSimp 0.001 Sino-Tibetan Chinese-GSD 1.001 Sino-Tibetan

Classical_Chinese-Kyoto 0.000 Sino-Tibetan Vietnamese-VTB 1.000 Viet-Muong

Vietnamese-VTB 0.000 Viet-Muong Classical_Chinese-Kyoto 1.000 Sino-Tibetan

(Note: Ranked in descending order according to the MAMR and MAMSP values.)

Appendix D: Values of two metrics of word order freedom 
for each treebank

Treebank COSS Group Treebank ENTR Group

Old_Russian-RNC 0.860 Slavic Old_Russian-RNC 1.610 Slavic

Old_Russian-TOROT 0.771 Slavic Old_Russian-TOROT 1.505 Slavic

Czech-FicTree 0.769 Slavic Czech-FicTree 1.499 Slavic

Slovenian-SST 0.741 Slavic Slovenian-SST 1.436 Slavic

Slovak-SNK 0.708 Slavic Slovak-SNK 1.377 Slavic
Old_Church_Slavonic-
PROIEL 0.693 Slavic Old_Church_Slavonic-

PROIEL 1.368 Slavic

Czech-PDT 0.670 Slavic Czech-PDT 1.327 Slavic

Slovenian-SSJ 0.653 Slavic Slovenian-SSJ 1.261 Slavic
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Treebank COSS Group Treebank ENTR Group

Czech-CAC 0.623 Slavic Czech-CAC 1.220 Slavic

Upper_Sorbian-UFAL 0.618 Slavic Russian-Taiga 1.205 Slavic

Russian-Taiga 0.618 Slavic Upper_Sorbian-UFAL 1.130 Slavic

Polish-LFG 0.571 Slavic Polish-LFG 1.068 Slavic

Czech-PUD 0.568 Slavic Czech-PUD 1.059 Slavic

Czech-CLTT 0.557 Slavic Czech-CLTT 0.993 Slavic

Croatian-SET 0.528 Slavic Polish-PDB 0.901 Slavic

Ukrainian-IU 0.527 Slavic Ukrainian-IU 0.891 Slavic

Polish-PDB 0.527 Slavic Croatian-SET 0.887 Slavic

Russian-SynTagRus 0.518 Slavic Russian-SynTagRus 0.844 Slavic

Bulgarian-BTB 0.500 Slavic Bulgarian-BTB 0.699 Slavic

Russian-GSD 0.482 Slavic Russian-GSD 0.618 Slavic

Polish-PUD 0.466 Slavic Polish-PUD 0.562 Slavic

Serbian-SET 0.463 Slavic Serbian-SET 0.539 Slavic

Belarusian-HSE 0.461 Slavic Belarusian-HSE 0.509 Slavic

Russian-PUD 0.453 Slavic Russian-PUD 0.450 Slavic

Chinese-GSDSimp 0.439 Sino-Tibetan Chinese-GSDSimp 0.305 Sino-Tibetan

Chinese-GSD 0.439 Sino-Tibetan Chinese-GSD 0.305 Sino-Tibetan

English-LinES 0.433 Germanic English-LinES 0.270 Germanic

Vietnamese-VTB 0.431 Viet-Muong Vietnamese-VTB 0.258 Viet-Muong

English-GUM 0.431 Germanic English-GUM 0.234 Germanic

English-EWT 0.427 Germanic English-EWT 0.213 Germanic

English-ParTUT 0.425 Germanic English-ParTUT 0.193 Germanic

English-PUD 0.423 Germanic English-PUD 0.190 Germanic

Classical_Chinese-Kyoto 0.422 Sino-Tibetan Classical_Chinese-Kyoto 0.158 Sino-Tibetan

Chinese-CFL 0.410 Sino-Tibetan Chinese-CFL 0.037 Sino-Tibetan

(Note: Ranked in descending order according to the COSS and ENTR values.)
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